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Abstract
We present a method for synthesizing regular expressions for introductory automata assignments. Given a set of positive and negative examples, the method automatically synthesizes the simplest possible regular expression that accepts all the positive examples while rejecting all the negative examples. The key novelty is the search-based synthesis algorithm that leverages ideas from over- and under-approximations to effectively prune out a large search space. We have implemented our technique in a tool and evaluated it with non-trivial benchmark problems that students often struggle with. The results show that our system can synthesize desired regular expressions in 6.7 seconds on the average, so that it can be interactively used by students to enhance their understanding of regular expressions.

Categories and Subject Descriptors D.1.2 [Programming Techniques]: Automatic Programming; I.2.2 [Artificial Intelligence]: Automatic Programming—Artificial Intelligence; F.3.1 [Logics and Meanings of Programs]: Specifying and Verifying and Reasoning about Programs

Keywords Regular expression; program synthesis; programming by example

1. Introduction
The motivation for this work came from our experiences in teaching regular expressions to undergraduate students. Regular expressions are widely used, and hence, taught in many computer science courses such as automata theory. However, we found that students often struggle to solve problems regarding regular expressions for several reasons. For example, many do not know where to start and usually give up after a certain number of trials. Furthermore, even after they manage to solve the problems, students are likely to have doubts on whether their answers are correct and optimal. Our goal is to assist students who learn regular expressions for the first time by providing an automatic tool that synthesizes regular expressions from examples given by students.

A notable feature of the tool is that regular expressions are synthesized from a few examples quickly so that the tool can be interactively used by students. The system takes positive and negative examples. Each time when a set of examples is given, the system instantly generates a regular expression that accepts all the positive examples while rejecting all the negative ones. These examples can be very simple, short, and rudimentary since they are expected to be given by students. Playing with the tool interactively, students could enhance their understanding of regular expressions and improve their skill to construct regular expressions without manual guidance from human teachers.

Existing techniques for synthesizing regular expressions are not suitable for our purposes. For example, automatic synthesis of regular expressions from examples has been extensively studied in the context of text extraction [6, 8, 10]. However, these approaches have different goals from ours; while the goal of text extraction is to find an approximate solution that generalizes the extraction behavior represented by the given examples to unseen examples, we aim to find a precise solution that is consistent with the given examples. Furthermore, because existing techniques are based on genetic algorithms, which are powerful but slowly converging, they are not suitable for an interactive system. We provide a more detailed discussion in Section 6.

In this paper, we present a new algorithm for synthesizing pedagogical regular expressions from a few examples. In order to find the simplest possible solutions, our algorithm performs an exhaustive search by prioritizing simpler regular expressions; we enumerate all possible regular expressions and check whether each candidate is consistent with
all examples. However, due to the huge search space, this naive algorithm is unlikely to find a solution with reasonable time cost for an interactive system. We present novel techniques that prune out the search space effectively while guaranteeing to find the simplest solutions. The key idea is to over- and under-approximate regular expressions to predict whether the current search state can be the final solution or not. We formally present the techniques and prove that they prune out a particular portion of the search space in a sound and complete way.

We implemented our method in a tool, ALPHAEGEX, and evaluated its performance with 25 benchmark problems. Most problems came from popular textbooks on automata theory [17, 20, 26]. The benchmarks include tricky problems that even instructors find hard to solve. The results show that ALPHAEGEX can synthesize desired regular expressions within 6.7 seconds on the average.

**Contributions** We summarize our contributions:

- We present a new algorithm for synthesizing regular expressions from examples. We present novel techniques that effectively prune out a large search space using over- and under-approximations of regular expressions.
- We prove the effectiveness of the technique with 25 benchmark problems including tricky ones that most students find difficult. The results show that our method quickly derives regular expressions on all of the benchmarks.
- We provide a tool, ALPHAEGEX, which is publicly available.\(^1\)

### 2. Overview

In this section, we first illustrate the utility of our tool with two motivating examples. Then, we briefly explain the key ideas behind our synthesis algorithm. Throughout the paper, we assume that the binary alphabet \(\Sigma = \{0, 1\}\) is used.

#### 2.1 Motivating Examples

Our tool is useful for automatically assisting students who learn regular expressions for the first time.

**Finding optimal solutions** Suppose we want to find a regular expression for the language below:

\[
L = \{\text{Strings have exactly one pair of consecutive 0s}\}.
\]

The description of \(L\) states that the language consists of the strings which have exactly one pair of consecutive 0s (i.e. 00). For example, 00, 1001, and 010010 are in the language since they have one pair of continuous 0s, whereas 11, 000, and 00100 are not, because either they do not have it or they have more than one pair of consecutive 0s.

When we asked students to construct regular expressions for the language, we found that most of their answers were far from being optimal, containing lots of unnecessary symbols and operators. The most common answer we observed was \((01)^*1^*001^*(10)^*1^*\); there is one pair of consecutive 0s at the middle, and on both sides, there can be any expressions as long as not having consecutive 0s, represented as \((01)^*1^*1^*\) and \((1^*0)^*1^*\). Although the students could find a correct answer, most of them were curious to know the existence of a simpler solution. In this case, ALPHAEGEX responded to them by synthesizing the regular expression \((0?1)^*00(10?)^*\), which is much simpler than the regular expression constructed by students. Besides being the simplest, it is also very compact, precise, and easier to interpret, which makes it much more desirable. The examples used for this synthesis problem are listed in Table 1. Given the examples, ALPHAEGEX is able to synthesize the solution in one second.

**Solving difficult problems** Consider the following language:

\[
L = \{\text{Strings have at most one pair of consecutive 1s}\}.
\]

The language \(L\) is composed of the strings which have either zero or one pair of consecutive 1s (i.e. 11). For instance, 0, 11, and 101010 are in the language since they either do

---

\(^1\) http://prl.korea.ac.kr/AlphaRegex

<table>
<thead>
<tr>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strings have exactly one pair of consecutive 0s</td>
<td>Positive</td>
</tr>
<tr>
<td>00</td>
<td>01</td>
</tr>
<tr>
<td>1001</td>
<td>11</td>
</tr>
<tr>
<td>010010</td>
<td>000</td>
</tr>
<tr>
<td>1011001110</td>
<td>00100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answers</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Students</td>
<td>1(^{+}(01)^{+}1^+001^+(10)^+1^+)</td>
</tr>
</tbody>
</table>

Table 1. Finding optimal solutions

<table>
<thead>
<tr>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strings have at most one pair of consecutive 1s</td>
<td>Positive</td>
</tr>
<tr>
<td>0</td>
<td>111</td>
</tr>
<tr>
<td>11</td>
<td>11011</td>
</tr>
<tr>
<td>101010</td>
<td>011011</td>
</tr>
<tr>
<td>00011000</td>
<td>00011001100</td>
</tr>
<tr>
<td>0010011001101</td>
<td>011100011110</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Answers</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Students</td>
<td>A variety of uncertain answers</td>
</tr>
<tr>
<td>ALPHAEGEX</td>
<td>(0?1)^<em>00(10?)^</em></td>
</tr>
</tbody>
</table>

Table 2. Solving difficult problems
not have a pair of continuous 1s or have exactly one pair of consecutive 1s. On the contrary, 111, 100111, and 0110110 are not in the language because they have more than one pair of consecutive 1s. When we asked students to construct regular expressions for the language, each person came up with different, complex regular expressions, making it hard to compare and difficult to check the correctness. Also, they were uncertain about their answers and curious to know an easy-to-understand solution. In this case, ALPHAREGEX responded by synthesizing the expression \((1?0)^* 1?1?(01?)^*\) which is much simpler than all of the answers suggested by students. The full list of the examples used for this problem is in Table 2. Given those examples, ALPHAREGEX is able to synthesize the regular expression in 28.8 seconds.

### 2.2 Informal Description

We illustrate our synthesis algorithm with a very simple regular expression problem. Suppose that we are given a set of positive examples and a set of negative examples, \(\mathcal{P} = \{0, 00, 000\}\) and \(\mathcal{N} = \{1, 11, 111\}\), respectively. The desired regular expression to synthesize is \(0^*\).

**Basic search algorithm** In order to find the simplest solutions, our algorithm performs an exhaustive search by prioritizing simpler regular expressions as shown in Figure 1. That is, we enumerate all regular expressions until we find a solution. Starting from the most trivial cases with single symbols in the alphabet, our system checks whether each regular expression is consistent with the given examples. For instance, it starts checking the regular expression \(0\) by examining whether the expression can accept all the positive examples. \(0\) accepts the first positive example \(0\), but fails to accept the next example \(00\). It keeps checking until it finds a regular expression that accepts all the positive examples while rejecting all the negative examples. After examining the trivial cases, it checks more complex cases such as \(0+0\), \(0+1, 1+0, 1+1\) (i.e. expressions in the form of \(\square+\square\)), \(0\cdot 0\), \(0\cdot 1, 1\cdot 0, 1\cdot 1\) (i.e. expressions in the form of \(\square\cdot \square\)), and \(0^*, 1^*\) (i.e. expressions in the form of \(\square^*\)). Finally, it finds \(0^*\) to be the simplest regular expression that is consistent with all the examples.

Here, we introduce a hole (\(\square\)) which is a placeholder for any regular expression. We call regular expressions with or without holes states to distinguish it from regular expressions without holes (i.e. closed regular expressions). The algorithm iteratively generates regular expressions by replacing holes with other states according to the syntax defined in Section 3 (1). For example, \(\square + \square\) can be instantiated as \(0 + \square, 1 + \square, 0 + (\square + \square)\), and so on. It enables the system to perform best-first enumerative search with appropriate cost metric to find optimal regular expressions.

**Pruning search space** The naive algorithm is unlikely to find a solution quick enough due to the huge search space. Thus, we introduce novel techniques that prune out the search space effectively while guaranteeing to find the simplest solutions.

The key idea is to over- and under-approximate regular expressions to decide whether the current search state can be the final solution or not. In other words, a state cannot be a solution if any replacement of holes in the state cannot make it a solution. We call such a state a dead state. There are two ways to check whether a state is dead or not. First, we replace all the holes in a state with \(0^+ (1+)^*\) (i.e. over-approximation). That is, we make a state most general, accepting as many examples as possible. If the replacement fails to accept any positive example, the state is dead, meaning that it cannot be a solution by any means. Second, we replace all the holes in a state with \(\emptyset\) (i.e. under-approximation). That is, we make a state least general, accepting as few examples as possible. If the replacement fails to reject any negative example, the state is dead, meaning that it cannot be a solution.

We also prune out states when we know there are simpler solutions that can be derived from other states. Unlike dead states, these states can be solutions with proper replacement of holes, but there exist simpler solutions. We call them redundant states, meaning that further exploration on such states is known to be redundant, causing the system to take more time to search. For example, the state \((0 + \epsilon) \cdot \square\) is redundant since \(0 \cdot \square\) is a simpler state which yields same results with respect to the given examples. Note that the state is not dead and can be a solution with appropriate replacement (e.g. \((0 + \epsilon) \cdot 0^*\)), since its over-approximation (i.e. \((0 + \epsilon) \cdot (0 + 1)^*\)) accepts all the positive examples and its under-approximation (i.e. \(\emptyset\)) rejects all the negative
examples. However, it is clear that $\epsilon$ is not necessary in the expression. Hence, we prune out the state.

3. Problem

In this section, we define regular expressions and the synthesis problem.

**Regular Expressions** In this paper, we consider the syntax of regular expressions that are used in introductory textbooks on automata theory (e.g. [17, 20, 26]):

$$e \rightarrow a \in \Sigma \mid \epsilon \mid \emptyset \mid e_1 + e_2 \mid e_1 \cdot e_2 \mid e^*$$ (1)

A symbol $a$ from an alphabet $\Sigma$, the empty string $\epsilon$, and the empty language $\emptyset$ constitute the primitive regular expressions. The remaining cases are inductively defined. Given regular expressions $e_1$ and $e_2$, we can construct regular expressions by taking the union $e_1 + e_2$ or the concatenation $e_1 \cdot e_2$. $e^*$ denotes the Kleene closure of $e$. In the introductory courses, the alphabet is typically assumed to be binary; we assume $\Sigma = \{0, 1\}$ in the rest of this paper.

Formally, a regular expression $e$ denotes a language (i.e. a set of strings). We write $[e] \subseteq \Sigma^*$ for the language that $e$ denotes, which is inductively defined as follows:

$$[a] = \{a\} (a \in \Sigma)$$
$$[\epsilon] = \{\epsilon\}$$
$$[\emptyset] = \emptyset$$
$$[e_1 + e_2] = [e_1] \cup [e_2]$$
$$[e_1 \cdot e_2] = [e_1][e_2]$$
$$[e^*] = [e]^*$$

where $[e_1][e_2] = \{xy \mid x \in [e_1], y \in [e_2]\}$ and $[e]^* = \bigcup_{i \geq 0} [e]^i$.

The Synthesis Problem Our goal is to synthesize a minimal regular expression that is consistent with given examples. The examples are given by a pair $(P, N)$ of example strings, where $P \subseteq \Sigma^*$ is a set of positive examples and $N \subseteq \Sigma^*$ is a set of negative examples. We would like to find a regular expression that accepts all the positive examples while rejecting all the negative examples. There are an infinite number of such regular expressions. Among them, we aim to find a minimal one with respect to a given cost model $C : e \rightarrow \mathbb{N}$. Formally, the goal is to synthesize a regular expression $e$ such that

$$\forall p \in P, p \in [e] \land \forall n \in N, n \notin [e]$$

holds and the cost $C(e)$ is minimized. The following is the example cost model used in our tool, in which $c_1$ through $c_4$ are constants representing costs associated with each variable and operator:

$$C(a) = C(\epsilon) = C(\emptyset) = c_1$$
$$C(e_1 + e_2) = C(e_1) + C(e_2) + c_2$$
$$C(e_1 \cdot e_2) = C(e_1) + C(e_2) + c_3$$
$$C(e^*) = C(e) + c_4$$ (2)

![Figure 2. Transition Relation between States](image)

Intuitively, we prefer simpler expressions (e.g. expressions with fewer variables) assuming that the simpler regular expressions are, the more general they are according to the principle of Occam’s razor. Our implementation also prefers regular expressions in the concatenation form rather than the union (i.e. $e_2 > e_3$), because it is less likely to overfit the examples.

4. Algorithm

In this section, we present our algorithm for synthesizing regular expressions from examples. Our algorithm basically performs the enumerative search that considers all regular expressions in the order defined by the cost model. Section 4.1 describes the basic search algorithm. However, this algorithm is too slow to be interactively used. Section 4.2 presents the techniques we used to effectively prune out the large search space in a sound way.

4.1 Basic Search Algorithm

Suppose a pair $(P, N)$ of positive and negative examples is given. We formulate the problem of finding a regular expression as a search problem. Consider a transition system $(S, \rightarrow, I, F)$, where $S$ is the set of states, $\rightarrow \subseteq S \times S$ is a transition relation, $I \subseteq S$ is an initial state, and $F \subseteq S$ is a set of final, solution states.

- **States**: A state $s \in S$ is a partial regular expression that possibly has holes ($\square$). A hole is a placeholder that can be replaced by another regular expression. Note that we extend our cost model to include $C(\square) = c_5$. Since we prefer closed expressions to expressions with holes, we make $c_5$ greater than any other constants in the model. The set $S$ of states is inductively defined as follows:

$$s \rightarrow a \in \Sigma \mid \epsilon \mid \emptyset \mid s_1 + s_2 \mid s_1 \cdot s_2 \mid s^* \mid \square$$ (3)

Note that a state may have multiple holes. For example, $(a + (\square \cdot \square))^*$ is a state which has two holes in it.

- **Initial State**: The initial state is a single hole, i.e., $I = \square$.

- **Transition Relation**: The transition relation $\rightarrow \subseteq S \times S$ determines the next states of a given state. It is inductively defined as a set of inference rules in Figure 2. For
considering the next states of a solution is found, it is returned. Otherwise, we search for the next states of the search tree is $N^2$ number (e.g., when $\Sigma = \{0, 1\}$, next(0 + □) = \{(0 + 0), (0 + 1), (0 + \epsilon), (0 + 0), (0 + (□ + □)), (0 + (□ \cdot □))\}). We write $s \not\rightarrow$ to indicate that $s$ has no next states; that is, $s$ is a closed expression with no holes.

- **Solution States**: A state $s$ is a solution state iff $s$ is a closed expression (i.e. $s \not\rightarrow$) and $s$ is consistent with the given positive and negative examples:

  \[
  \text{solution}(s) \iff s \not\rightarrow \land \forall p \in \mathcal{P}. p \in [s] \land \forall n \in \mathcal{N}. n \not\in [s].
  \]

Algorithm 1 presents the workset algorithm that solves the search problem. Initially, the workset consists of the initial state (line 1). We choose and remove a state $s$ from the workset (line 3). We pick a state that has a minimal cost with respect to the cost model $C$ defined in Section 3 (2). If a solution is found, it is returned. Otherwise, we search for the next states of $s$ by adding them into the workset.

**Huge Search Space** Although regular expressions are constructed from a simple grammar, the search space induced by the grammar is enormously huge, making a naive search algorithm intractable. Note that the maximum number of holes in a state at depth $d$ of the search tree is $2^d$, and the number of the next states of a state with $n$ holes is $c^n$, where $c$ is the number of inductive rules of the regular expression grammar (e.g., when $\Sigma = \{0, 1\}$, $c = 7$). Therefore, the maximum number $N(d)$ of states at depth $d$ is defined as follows:

\[
N(0) = 1 \\
N(d + 1) = N(d) \cdot c^2
\]

Solving the recurrent relation, we obtain:

\[
N(d) = c^{\sum_{k=0}^{d-1} k^2} = c^{d^2} - 1.
\]

### 4.2 Pruning the Search Space

We present techniques for pruning the large search space. In order to search effectively, we identify and prune out semantically equivalent states, dead states, and redundant states. All of the pruning techniques are sound and guaranteed to find a solution state as long as it exists.

Pruning semantically equivalent states can be easily done by defining semantics-preserving transformation rules such as $(e^*)^* \rightarrow e^*$ and $e + e \rightarrow e$. When a state is added into the workset, we apply the transformation rules until it reaches a fixed point and do not add the state if the resulting fixed point has been processed before. We used 36 transformations in the implementation.

#### 4.2.1 Dead States

Let us first define the set of dead states.

**Definition 1** (Dead States). Let $(\mathcal{P}, \mathcal{N})$ be a regular expression problem. We say a state $s \in \mathcal{S}$ is dead, denoted $\text{dead}(s)$, iff every closed state $s'$ reachable from $s$ is not a solution:

\[
\text{dead}(s) \iff ((s \rightarrow^* s') \land s' \not\rightarrow \Rightarrow \neg\text{solution}(s')).
\]

Intuitively, a state $s$ is dead if exploring further the reachable states of $s$ is guaranteed to fail to find a solution. Our search algorithm aims to identify as many dead states as possible and does not attempt to explore the search space beyond them. Specifically, we identify two types of dead states: pdead and ndead.

**Definition 2.** A state $s$ is dead for positive examples, denoted $\text{pdead}(s)$, iff every closed state $s'$ reachable from $s$ fails to accept a positive example:

\[
\text{pdead}(s) \iff (s \rightarrow^* s' \land s' \not\rightarrow \Rightarrow \exists p \in \mathcal{P}. p \in [s']).
\]

**Example 1.** Suppose $1 \in \mathcal{P}$. Any closed state $s'$ reachable from state $s = 0 \cdot □$ is doomed to reject the positive example; no matter how the hole gets instantiated, the string 1 cannot be accepted.

**Definition 3.** A state $s$ is dead for negative examples, denoted $\text{ndead}(s)$, iff every closed state $s'$ reachable from $s$ fails to reject a negative example:

\[
\text{ndead}(s) \iff (s \rightarrow^* s' \land s' \not\rightarrow \Rightarrow \exists n \in \mathcal{N}. n \in [s']).
\]

**Example 2.** Suppose $0 \in \mathcal{N}$. Any closed state $s'$ reachable from state $s = 0 \cdot (□)^*$ is doomed to accept the negative example; no matter how the hole gets instantiated, the language of any reachable state includes the string 0.

It is clear that a state is guaranteed to be dead if one of pdead$(s)$ and ndead$(s)$ holds:

---

**Algorithm 1 Search Algorithm**

**Input:** Positive and negative examples $(\mathcal{P}, \mathcal{N})$

**Output:** A regular expression $E$ consistent with $(\mathcal{P}, \mathcal{N})$

1. $W := \{\square\}$
2. repeat
3. Pick a minimal cost state $s$ from $W$
4. if solution$(s)$ then return $s$
5. else
6. $W := W \cup \text{next}(s)$
7. end if
8. until $W \neq \emptyset$
Lemma 1. Let \( s \) be any state. Then,
\[
(pdead(s) \lor \text{ndead}(s)) \implies \text{dead}(s).
\]

Note that, however, the converse of Lemma 1 is not true. Suppose \( s \) is a dead state. This means that every reachable state \( s' \) either rejects some positive examples or accepts some negative examples. However, \( pdead(s) \) requires that the reachable state \( s' \) always rejects some positive example. Similarly, \( \text{ndead}(s) \) requires a strong condition that every reachable state \( s' \) accepts some negative example.

Example 3. When \( \mathcal{P} = \mathcal{N} \), no solution exists and the initial state \( \Box \) is dead. However, neither \( pdead(s) \) nor \( \text{ndead}(s) \) holds, because we can always find a regular expression (e.g. \((0 + 1)^*\)) that accepts all positive examples and we can also always find a regular expression (e.g. \( \emptyset \)) that rejects all negative examples.

We identify the \( pdead \) states and the \( \text{ndead} \) states by computing over- and under-approximations of states.

Definition 4. The over- and under-approximations, resp., \( \tilde{e} \) and \( \hat{e} \), of a state are defined as follows:
\[
\begin{align*}
\hat{a} &= a & \tilde{a} &= a \\
\hat{e} &= \epsilon & \tilde{e} &= \epsilon \\
\tilde{\emptyset} &= \emptyset & \hat{\emptyset} &= \emptyset \\
\hat{e_1 + e_2} &= \hat{e}_1 + \hat{e}_2 & \tilde{e}_1 + \tilde{e}_2 &= \tilde{e}_1 + \tilde{e}_2 \\
\hat{e_1 \cdot e_2} &= \hat{e}_1 \cdot \hat{e}_2 & \tilde{e}_1 \cdot \tilde{e}_2 &= \tilde{e}_1 \cdot \tilde{e}_2 \\
\hat{e}^* &= (\hat{e})^* & \tilde{e}^* &= (\tilde{e})^* \\
\tilde{\Box} &= (0 + 1)^* & \hat{\Box} &= \emptyset
\end{align*}
\]

Intuitively, for a state \( s \), the over-approximation \( \hat{s} \) is obtained by replacing all holes in \( s \) by \((0 + 1)^*\), and the under-approximation \( \tilde{s} \) is obtained by replacing the holes by \( \emptyset \).

Example 4. Consider a state \( s = 0 + (\Box + \Box) \). Then, \( \hat{s} = 0 + ((0 + 1)^* + (0 + 1)^*) \) and \( \tilde{s} = 0 + (\emptyset + \emptyset) \).

We have two simple facts regarding the approximations:

Lemma 2. For any state \( s \), we have \( s \to^* \hat{s} \) and \( \hat{s} \not\to^* \).

Lemma 3. For any state \( s \), we have \( s \to^* \tilde{s} \) and \( \tilde{s} \not\to^* \).

The state \( \hat{s} \) is over-approximated in a sense that the language of \( \hat{s} \) contains all the languages of states reachable from \( s \), which is formalized by the following lemma:

Lemma 4. For any state \( s \), we have
\[
[\hat{s}] \supseteq \bigcup_{s \to^* s' \land s' \not\to^*} [s'].
\]

Dually, \( \tilde{s} \) is under-approximated because every state \( s' \) reachable from \( s \) subsumes the language of \( \tilde{s} \), which is formalized by the following lemma:

Lemma 5. For any state \( s \), we have
\[
[\tilde{s}] \subseteq \bigcap_{s \to^* s' \land s' \not\to^*} [s'].
\]

Given a state \( s \), we conclude that \( s \) is dead with positive example (i.e. \( pdead(s) \)) if \( \hat{s} \) rejects some positive example:
\[
\exists p \in \mathcal{P}. p \not\in [\hat{s}]
\]
and we conclude that \( s \) is dead with negative example (i.e. \( \text{ndead}(s) \)) if \( \tilde{s} \) accepts some negative example:
\[
\exists n \in \mathcal{N}. n \in [\tilde{s}].
\]

Theorems 1 and 2 below show that our algorithm for identifying \( pdead \) and \( \text{ndead} \) states is both sound and complete.

Theorem 1. Let \( s \) be any state. Then,
\[
pdead(s) \iff \exists p \in \mathcal{P}. p \not\in [\hat{s}].
\]

Proof. Consider each direction.

\begin{itemize}
\item \((\implies)\) Suppose \( pdead(s) \) holds:
\[
s \to^* s' \land s' \not\to^* \implies \exists p \in \mathcal{P}. p \not\in [s'].
\]

From (6) and Lemma 2, we obtain \( \exists p \in \mathcal{P}. p \not\in [\hat{s}] \).

\item \((\impliedby)\) Suppose \( p \not\in [\hat{s}] \). By Lemma 4, we have
\[
p \not\in \bigcup_{s \to^* s' \land s' \not\to^*} [s'].
\]

which implies that \( p \not\in [s'] \) for all closed \( s' \) reachable from \( s \).
\end{itemize}

\[\square\]

Theorem 2. Let \( s \) be any state. Then,
\[
\text{ndead}(s) \iff \exists n \in \mathcal{N}. n \in [\tilde{s}].
\]

Proof. Consider each direction.

\begin{itemize}
\item \((\implies)\) Suppose \( \text{ndead}(s) \) holds:
\[
s \to^* s' \land s' \not\to^* \implies \exists n \in \mathcal{N}. n \in [s'].
\]

From (7) and Lemma 3, we obtain \( \exists n \in \mathcal{N}. n \in [\tilde{s}] \).

\item \((\impliedby)\) Suppose \( n \in [\tilde{s}] \). By Lemma 5, we have
\[
n \in \bigcap_{s \to^* s' \land s' \not\to^*} [s']
\]

which implies that \( n \in [s'] \) for all closed \( s' \) reachable from \( s \).
\end{itemize}

\[\square\]
4.2.2 Redundant States

Let us first illustrate the idea by a series of examples.

**Example 5.** Suppose we are given the positive examples \( P = \{001, 101, 0011, 1011, 10111\} \) and suppose further that we encounter the state \( s_1 = (0 + 1) \cdot 0 \cdot 0^* \cdot \square \) during the search. Note that this state is not dead with respect to the positive examples (i.e., we can obtain a regular expression \((0 + 1) \cdot 0^* \cdot 1^* \) by replacing \( \square \) by \( 1^* \), which accepts all the positive examples). However, the part \( 0^* \) of \( s_1 \) is redundant in that it can accept the same set of examples without \( 0^* \). A simpler, hence more desirable solution in this case is \((0 + 1) \cdot 0 \cdot 1^* \).

**Example 6.** Suppose that we have a set of positive examples that does not have the string \( 0 \) (i.e., \( 0 \not\in \mathcal{P} \)). Then, the state \( 0 + \square \) is redundant because the part \( 0 \) is needless to accept the positive examples.

**Example 7.** Let \( \mathcal{P} = \{0, 01, 011, 0111\} \). Then, the states
\[
1^* \cdot \square \quad \text{and} \quad 0^* \cdot \square
\]
are both redundant. Although they can develop into solution states, we can find a simpler solution that does not have \( 1^* \) or \( 0^* \) as a prefix.

We aim to eliminate those redundant states and guide the search to more effectively find the desired solution. Our algorithm is based on a heuristic that is specialized to identifying states that have the unions \((e_1 + e_2)\) or closures \((e^*)\) as the redundant parts. We informally describe the algorithm and explain why it is sound.

We detect redundant closures via unrolling. Consider the positive examples in Example 7 and suppose the current state is \( 1^* \cdot \square \). To check if the state has redundant closures, we unroll every outermost closure for two times: the state \( 1^* \cdot \square \) is transformed into \( 1 \cdot 1 \cdot 1^* \cdot \square \). Next, we check if any positive example can be accepted by the unrolled state. In Example 7, no strings in \( \mathcal{P} \) can be accepted by \( 1 \cdot 1 \cdot 1^* \cdot \square \). Therefore, we determine the closure expression \( 1^* \) in the original state to be redundant and prune out the state \( 1^* \cdot \square \). Similarly, when the current state is \( 0^* \cdot \square \), we unroll the closure for two times, i.e., \( 0 \cdot 0 \cdot 0^* \cdot \square \), and check if the unrolled state can accept any positive example. Since it is not the case, we eliminate the original state. This pruning strategy does not impair the soundness; the algorithm is still guaranteed to find a solution. To see why, suppose that the state \( 1^* \cdot \square \) can accept all positive examples but the unrolled one \( 1 \cdot 1 \cdot 1^* \cdot \square \) does not accept any of the examples. This means that the regular expression denoting the difference of the two languages (i.e., \([1^* \cdot (0 + 1)^*] - [1 \cdot 1 \cdot 1^* \cdot (0 + 1)^*])\) must accept all positive examples. Since regular languages are closed under the set difference, we can always find a regular expression for the difference, i.e., \((1 + e) \cdot (0 + 1)^*\).

We detect redundant unions by decomposing union expressions into separate cases. For example, consider Example 6 and suppose the current state is \( 0 + \square \). We first decompose the state into the set of states \( \{0, \square\} \). Then, we check if there is a redundant state in the set, which rejects all the positive examples. If so, we prune out the original state.

These ideas can be stated in a unified algorithm. We use the following functions unroll and split for unrolling and decomposition, respectively:

<table>
<thead>
<tr>
<th>Function</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>unroll(e)</td>
<td>(e \in \Sigma \cup {e, \emptyset})</td>
</tr>
<tr>
<td>unroll(e_mod)</td>
<td>(\text{unroll}(e_1 + e_2) = \text{unroll}(e_1) + \text{unroll}(e_2))</td>
</tr>
<tr>
<td>unroll(e)</td>
<td>(\text{unroll}(e_1 \cdot e_2) = \text{unroll}(e_1) \cdot \text{unroll}(e_2))</td>
</tr>
<tr>
<td>unroll(\square)</td>
<td>(\square)</td>
</tr>
<tr>
<td>split(e)</td>
<td>({e \in \Sigma \cup {e, \emptyset}})</td>
</tr>
<tr>
<td>split(e)</td>
<td>(\text{split}(e_1 + e_2) = \text{split}(e_1) \cup \text{split}(e_2))</td>
</tr>
<tr>
<td>split(e)</td>
<td>(\text{split}(e_1 \cdot e_2) = {e_1' \cdot e_2, e_1 \cdot e_2'</td>
</tr>
<tr>
<td>split(e)</td>
<td>({e^*})</td>
</tr>
<tr>
<td>split(\square)</td>
<td>({\square})</td>
</tr>
</tbody>
</table>

As for redundant states, we unroll the closure expression twice because doing so was most effective in practice. Note that the number of unrolling affects the performance, but not the soundness of the search algorithm.

**Example 8.** Consider a state \( s = (0^* \cdot 1)^* \cdot \square \). Then, unroll(s) = \((0^* \cdot 1)^* \cdot (0^* \cdot 1)^* \cdot \square\).

**Example 9.** Consider a state \( s = (0 + 1) \cdot (1^* + 0 \cdot 1) \cdot \square \). Then, split(s) = \(\{0 \cdot (1^* \cdot 0 \cdot 1) \cdot \square, 1 \cdot (1^* + 0 \cdot 1) \cdot \square, (0 + 1) \cdot 1^* \cdot \square, (0 + 1) \cdot (0 \cdot 1) \cdot \square\}\).

With unroll and split, we identify redundant states as follows. Let \( s \) be a state. To check the redundancy, we unroll and decompose the state. Let \( A \) be the result, i.e., \( A = \text{split} \left( \text{unroll} \left( s \right) \right) \). We determine the state \( s \) to be redundant if \( A \) has some state that rejects all positive examples:

\[\exists s' \in A. (s' \rightarrow s'' \land s'' \not\in p \Rightarrow \forall p \in \mathcal{P}. p \not\in [s''])\]

We can check the condition by using the over-approximation:

\[\exists s' \in A. \forall p \in \mathcal{P}. p \not\in [s'']\].

4.2.3 Final Algorithm

To incorporate the pruning techniques into the search algorithm, we modify the next function as follows:

\[
\text{next}(s) = \begin{cases} 
0 & \text{if } \exists p \in \mathcal{P}. p \not\in [s] \\
0 & \text{if } \exists n \in \mathcal{N}. n \in [s] \\
\{s' \mid s \rightarrow s'\} & \text{otherwise}
\end{cases}
\]

where \( A = \text{split} \left( \text{unroll} \left( s \right) \right) \).

5. Evaluation

**Implementation** We implemented our synthesis algorithm in a tool ALPHAREGEX. In current implementation of ALPHAREGEX, input characters for an example are 0, 1, and x.
0 and 1 are symbols from the binary alphabet $\Sigma$. For convenience, users can use a wildcard $x$ to represent a symbol which can be both 0 and 1. When $x$ is used in any example, we use the expression $0+1$ as an idiom; it is used as a primitive building block for synthesizing regular expressions. The implementation supports $c? = (e + \epsilon)$ as a syntactic sugar.

**Benchmarks** To evaluate our synthesis algorithm, we collected 25 benchmark problems from textbooks on automata theory. We classified the problems based on their level of difficulty: easy, normal, and hard. According to our experience, most students could solve the easy problems. About half of the students could correctly solve the normal level of problems. Most students found it difficult to solve the hard problems; they either failed to solve them or ended up with solutions far from being optimal.

**Performance** The main purpose of the experimental evaluation was to assess how fast ALPHAREGEX can synthesize regular expressions for the given benchmark suites. The overall result shows that ALPHAREGEX can synthesize our non-trivial benchmark problems efficiently. The column labeled as “Full” in Table 3 shows the running time of ALPHAREGEX equipped with all pruning techniques we explained in Section 4. In that case, the average runtime is 6.7 seconds and the median runtime is 1.4 seconds. ALPHAREGEX is able to synthesize all of the benchmarks within 1 minute. All experiments were conducted on an Ubuntu machine with Intel Xeon CPU E5-2630 (2.40GHz).

**Effectiveness of the pruning techniques** We evaluated the effectiveness of our pruning techniques. To examine the impact of over- and under-approximations, we modified our algorithm not to identify any dead states. The col-

---

### Table 3. Performance of ALPHAREGEX: the output and elapsed time in seconds for each given problem (Pos: positive examples, Neg: negative examples, Full: all pruning techniques applied, No Apr: all pruning techniques applied except for over- and under-approximations, No Rd: all pruning techniques applied except for identifying redundant states, Output: the output synthesized by ALPHAREGEX with all pruning techniques). We used the wild card $x$ in the examples for the problems 1–6, 9, 14–16, 19, 20, and 22.

<table>
<thead>
<tr>
<th>Level</th>
<th>No</th>
<th>Description</th>
<th>Examples</th>
<th>Full</th>
<th>No Apr</th>
<th>No Rd</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Easy</strong></td>
<td>1</td>
<td>Start with 0.</td>
<td>3</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0(0+1)*</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>End with 01.</td>
<td>3</td>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>(0+1)*01</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Contain the substring 0101.</td>
<td>3</td>
<td>7</td>
<td>1.4</td>
<td>10.6</td>
<td>(0+1)<em>0101(0+1)</em></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Begin with 1 and end with 0.</td>
<td>3</td>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>1(0+1)*</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Length is at least 3 and the 3rd symbol is 0.</td>
<td>3</td>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0(0+1)(0+1)(0+1)*</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Length is a multiple of 3.</td>
<td>2</td>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>((0+1)(0+1)(0+1))*</td>
</tr>
<tr>
<td><strong>Normal</strong></td>
<td>7</td>
<td>The number of 0s is divisible by 3.</td>
<td>8</td>
<td>7</td>
<td>9.5</td>
<td>238.4</td>
<td>36.9 (1+01<em>01</em>0)*</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Even number of 0s.</td>
<td>7</td>
<td>7</td>
<td>0.1</td>
<td>0.2</td>
<td>(1+01)<em>0</em></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>The 5th symbol from the right end is 1.</td>
<td>3</td>
<td>3</td>
<td>9.0</td>
<td>56.3</td>
<td>14.3 (0+1)*1(0+1)(0+1)(0+1)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0 and 1 alternate.</td>
<td>9</td>
<td>8</td>
<td>1.7</td>
<td>19.7</td>
<td>3.5 1?0(1)?0?</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Each 0 is followed by at least one 1.</td>
<td>7</td>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>(0?1)*</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$0^n1^m$ where $n \geq 3$ and $m$ is even.</td>
<td>6</td>
<td>5</td>
<td>0.2</td>
<td>1.0</td>
<td>0.7 000<em>0</em>11*</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Have at most two 0s.</td>
<td>8</td>
<td>7</td>
<td>1.4</td>
<td>9.5</td>
<td>2.3 1<em>0?1</em>0?*</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Start with 0 and have odd length or start with 1 and have even length.</td>
<td>5</td>
<td>5</td>
<td>16.5</td>
<td>771.9</td>
<td>14.7 (0+1(0+1))(0+1)(0+1)*</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Any strings except 0 and 1.</td>
<td>3</td>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0 (0+1)(0+1)(0+1)*</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>Do not end with 01.</td>
<td>8</td>
<td>3</td>
<td>17.8</td>
<td>302.1</td>
<td>15.2 0+1(0+1)(0+1)(0+1)</td>
</tr>
<tr>
<td><strong>Hard</strong></td>
<td>17</td>
<td>Contain at least one 0 and at most one 1.</td>
<td>9</td>
<td>6</td>
<td>2.7</td>
<td>33.5</td>
<td>7.7 0<em>0(1?010</em>)</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>At least two occurrences of 1 between any two occurrences of 0.</td>
<td>7</td>
<td>7</td>
<td>0.2</td>
<td>0.4</td>
<td>0?((10)?2)*</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>Do not contain 100 as a substring.</td>
<td>8</td>
<td>4</td>
<td>0.1</td>
<td>0.1</td>
<td>0<em>1(0+1?)</em></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>Every odd position is 1.</td>
<td>6</td>
<td>9</td>
<td>3.6</td>
<td>10.5</td>
<td>5.0 (1+01)<em>1</em></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>Have exactly one pair of consecutive 0s.</td>
<td>4</td>
<td>4</td>
<td>1.0</td>
<td>16.1</td>
<td>2.9 (0?1)<em>00(10?)</em></td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>Do not end with 10 and have a length of at least two</td>
<td>9</td>
<td>4</td>
<td>57.2</td>
<td>4248.0</td>
<td>75.3 0(1+01)+(0+1)(0+1)(0+1)</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>Even number of 0s and each 0 is followed by at least one 1.</td>
<td>6</td>
<td>9</td>
<td>1.8</td>
<td>30.2</td>
<td>4.3 (1+01<em>101)</em></td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>Every pair of adjacent 0s appears before any pair of adjacent 1s.</td>
<td>9</td>
<td>9</td>
<td>14.4</td>
<td>506.1</td>
<td>73.7 0?((01?10?)2*</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>At most one pair of consecutive 1s.</td>
<td>5</td>
<td>5</td>
<td>28.8</td>
<td>863.6</td>
<td>211.2 (1?0)<em>1?1?0(1?)</em></td>
</tr>
</tbody>
</table>

| Average    | 6.7 | 284.8 | 18.8 |
umn labeled “No Apr” in Table 3 shows the running time of ALPHAREGEX that does not perform over- and under-approximations. As shown in the column, the impact of them was huge: without identification of pdead and ndead states, the average runtime was 248.8 seconds, whereas the algorithm fully equipped with over- and under-approximations was 42.5 times faster than the modified algorithm without over- and under-approximations.

To evaluate the impact of identifying redundant states, we also modified our algorithm not to identify any redundant states. The running time of the modified algorithm is shown on the column “No Rd” in Table 3. The result shows that identifying redundant states is effective, but not as mush as identifying dead states using over- and under-approximations. Nevertheless, the impact is still notable; on the average, the fully equipped algorithm including identifying redundant states was 2.8 times faster than the modified algorithm without detecting them. In 14th and 16th problems, the original algorithm was slightly slower than the modified algorithm because of computational overhead for identifying such states.

Discussion During the experiment, we found that it is important to choose proper input examples. Especially, we consider the choices of examples when different sets of examples result in the same regular expression. In that case, time cost for the synthesis depends on the choices of examples. Our main observations are as follows:

• Provide specific examples for positive examples.
• Provide general examples for negative examples.
• Provide examples as few as possible.

Intuitively, it is better to be specific when providing positive examples. It is because when we prune out the search space using over-approximation, our method prunes out the states that fail to accept all the positive examples. Hence, the more specific the examples are, the more restrictions they put on. Likewise, it is better to be general for negative examples since under-approximation prunes out the states that fail to reject any negative example. That is, general negative examples are likely to be accepted by more states and we can prune out the states effectively. We also found that providing fewer examples results in better performance most of the time. It is mainly due to the fact that the time cost for checking consistency with examples greatly increases as synthesizing more complex regular expressions. Thus, users are encouraged to provide examples as few as possible.

6. Related Work

In this section, we describe several related works to our technique from the areas of program synthesis to learning and inferring regular expressions.

Program synthesis Our work has been inspired from recent advances of the program synthesis technology [1, 3, 15, 16, 25]. Recently, program synthesis techniques have been successfully used for synthesizing programs from examples that manipulate recursive functions [1], data structures [15], numbers [25], and strings [16], etc. On the other hand, we use the program synthesis technology for synthesizing regular expressions from examples. In particular, we use a search-based synthesis that is similar to the approach by Feser et al. [15]. However, we use the algorithm for a different purpose (i.e., synthesizing regular expressions) with different pruning techniques specialized for regular expressions. The synthesis language (called Flare) in [3] is a regular expression extended with geometric constructs. However, our work focuses on regular expressions for automata assignments while Flare is a domain-specific language for extracting relational data.

Text classification Learning regular languages from examples for text classification has been the subject of active research [11–13, 24, 27, 28]. It aims to learn regular expressions as a classifier for languages, which can distinguish positive and negative examples. For instance, it learns regular expressions from examples which are links to other web pages and detects HTML lines containing such links [12].

Unlike many of these efforts which aim to generalize beyond the provided examples, there is another approach to classify the examples with overfitting, namely regex golf [7]. Its goal is to find minimum regular expressions that are consistent with given sets of positive and negative examples, which is very similar to ours. However, we found that regex golf (http://regex.inginf.units.it/golf/) fails to solve most of our benchmark problems except for some of the easy problems. It is because it uses Genetic Programming (GP) [19] to find regular expressions with minimal cost with respect to the number of matches and the length of regular expressions. Since our method only takes a few examples, GP is unlikely to perform well because it is hard to rank candidate regular expressions for evolving next generations.

Text extraction Regular expressions are widely used for text extraction. Thus, there have been extensive works for learning regular expressions from examples in the context of text extraction [4–6, 8, 10]. The primary goal of this approach is to find regular expressions that generalize the extraction behavior represented by examples. For example, RegexGenerator++ [6] learns regular expressions from a set of input strings and substrings in each string to be extracted. This problem is different from ours in that it requires users to annotate the parts of examples to be extracted, where examples are typically a text file composed of tens or hundreds of lines.

Learning DFA from examples It is possible to learn DFAs from examples and convert them to regular expressions (instead of learning of regular expressions from examples directly). The problem of learning DFAs from examples is
long-established [2, 9, 23] and we can easily convert DFAs to regular expressions with standard algorithms. However, there are crucial disadvantages to apply this approach to our system. First of all, learning DFA does not concern with minimizing regular expressions. Since regular expression minimization is computationally hard, namely PSPACE-complete [21], it introduces another difficult problem to solve. In addition, many methods for learning DFA require training data to meet certain properties [22, 23]. For example, the work in [22] requires a structurally complete training set which covers every state transition in the target DFA. However, it is simply unreasonable to assume that users know the internal structure of the target DFA, which is necessary to construct training data.

Logical inference There are many algorithms proposed that can infer regular languages from examples [14, 18]. However, most of inference algorithms are based on grammars and automata instead of regular expressions. The work by Fernau [14] proposes algorithms to directly infer regular expressions from positive examples. Yet, the algorithms can only generate simple regular expressions and have limitations regarding the form of expressions. Another work by Kinber [18] requires representative examples and membership queries to be answered by users to infer regular expressions without union operations. In contrast, our method performs synthesis without restricting the extent of regular expressions synthesized or imposing any requirement on input examples.

7. Conclusion

We presented an algorithm for synthesizing regular expressions from examples for introductory automata assignments. The algorithm is based on an enumerative search with a set of techniques for pruning a large search space in sound ways. We implemented the algorithm in a tool, ALPHAREGEX, and showed that the tool is able to quickly synthesize desired solutions for non-trivial regular expression problems.

Acknowledgements This work was supported by the Institute for Information & Communications Technology Promotion (IITP) grant funded by the Korea government (MSIP) (No.R0190-15-2011, Development of Vulnerability Discovery Technologies for IoT Software Security) and the Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT & Future Planning (NRF-2016R1C1B2014062).

References


